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ABSTRACT  

This study explores the application of artificial intelligence and deep learning, particularly deep 

neural networks (DNNs), in predictive modeling for regional development. The research uses 

a dataset of development conventions from the Tanger-Tétouan-Al Hoceïma region in Morocco 

to forecast the success or failure of these initiatives. Utilizing advanced data mining and deep 

learning techniques, the study achieves a perfect regression value (R=1), indicating high 

accuracy in predictions. The results underscore the potential of AI to enhance decision-making 

processes in regional development while emphasizing the need for meticulous model design 

and parameter optimization. The study also identifies challenges such as data collection 

limitations and the presence of outliers. Future research will focus on incorporating qualitative 

data, expanding the geographical scope, and exploring additional machine learning methods to 

further refine predictive accuracy and support sustainable regional growth. 

 

KEYWORDS: Artificial Intelligence, Deep Learning, Deep Neural Networks, Regional 

Development, Predictive Modeling. 

  



 

 

 

 

 

 

 

www.IJAME.com                                                                                                                       Page 230  

International journal of applied management and economics 

Vol : 02 , N° 10 , October 2024 

ISSN :  2509-0720 

1 Introduction 

The challenges of regional development are becoming increasingly complex as societies evolve 

and socio-economic demands diversify. In this context, development conventions, which are 

formal agreements aimed at promoting growth and cohesion in specific regions, play a crucial 

role. However, their effective implementation faces numerous obstacles, such as the diversity 

of stakeholders, the variability of regional contexts, and the constantly changing socio-

economic dynamics. Addressing these challenges requires innovative approaches capable of 

providing precise analyses and reliable forecasts to support decision-making. 

Artificial intelligence (AI) and deep learning have emerged as powerful tools to tackle these 

challenges. In particular, deep neural networks (DNNs) offer exceptional capabilities for 

modeling complex and nonlinear relationships from large and heterogeneous datasets. The 

application of these technologies in regional development is still relatively new, but it already 

shows significant potential for enhancing the understanding of factors influencing the success 

of development conventions and for predicting their effectiveness. 

The objective of this article is to demonstrate how the use of artificial intelligence and deep 

learning can transform predictive modeling in the field of regional development. These 

technologies not only allow for the processing and analysis of complex datasets with increased 

accuracy but also generate insights that can guide public policies and development strategies 

more effectively. 

The paper is structured as follows: it begins with a literature review that examines the theoretical 

and technical foundations of deep learning, focusing on the most commonly used types of 

neural networks, such as deep neural networks (DNNs), feed-forward networks, and 

convolutional neural networks (CNNs). This section also explores the growing application of 

these techniques in the field of regional development, highlighting their ability to provide 

innovative solutions to traditional challenges. 

Next, the methodology section describes the process of data collection and processing, as well 

as the methods employed to develop the predictive models. The study focuses on analyzing a 

dataset specific to development conventions, using data mining tools and neural network 

models to predict the outcomes of these conventions. 

The results of this study, presented in the following section, demonstrate how deep learning 

models can be used to accurately predict the success or failure of development conventions. 

The ensuing discussion explores the implications of these results for regional development, 

highlighting the strengths and limitations of current approaches. 
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Finally, the article concludes with a summary of the main findings, discusses the limitations 

encountered during the research, and proposes perspectives for future studies. These 

perspectives include improving current models by integrating qualitative data, applying the 

models to a broader range of regional contexts, and exploring new machine learning techniques 

to further enrich predictive analysis. 

In summary, this article aims to show how integrating artificial intelligence and deep learning 

into predictive modeling can offer innovative solutions to improve the planning and 

implementation of regional development strategies. These technologies, despite their 

challenges, present unique opportunities to support sustainable and balanced regional growth. 

2 Literature Review 

2.1 Deep Learning  

Deep Learning, a subcategory of Machine Learning, is characterized by its independence from 

structured data. This system is based on multiple layers of a "neural network," integrating 

various algorithms and drawing inspiration from the functioning of the human brain. This 

approach is particularly useful for complex tasks where all aspects of the objects to be processed 

cannot be pre-categorized. Notably, the system does not require explicit training by a developer 

(IONOS, 2021). 

Although the concept of deep learning was introduced over 20 years ago, its practical 

application began in earnest in the 1980s. However, it wasn't until 1995 that these techniques 

could be practically implemented, likely due to hardware advancements consistent with 

Moore's Law, as well as conceptual breakthroughs. Significant contributions were made by 

Alexander Waibel in 1989 (WAIBEL, 1989), Yann LeCun in 1985 (LE CUN Y. B., 1998) 

(LE CUN Y. , 1985), and Geoffrey Hinton, particularly from 1986 onwards (ACKLEY, 1985) 

(RUMELHART, 1986). 

2.2 DEEP NEURAL NETWORKS (DNNS) 

Starting in 2012, neural networks experienced significant growth, initially emerging in the field 

of machine learning and subsequently evolving into deep learning. Deep learning is 

characterized by the use of neural networks with a large number of layers. 

The perceptron algorithm, developed by Frank Rosenblatt in 1957, represents a method of 

supervised learning. The perceptron, also known as a formal neuron in its simplest form, aims 

to separate observations into two distinct classes, provided that these data are linearly separable. 

Its primary objective is thus classification. 
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Communication between neurons occurs through the exchange of messages in the form of 

variations in action potential. A neuron can receive multiple messages from other neurons to 

which it is connected. 

 

 

Fig 1. Representation of a Neuron (Source : Quasar Jarosz, quasarj.com) 

A neuron receives inputs and generates an output using various characteristics (RUSSELL, 

2010) (MCCULLOCH, 1943): 

 

• Weights assigned to each input, modifying the relative importance of certain inputs 

compared to others. 

• An aggregation function, which computes a single value from the inputs and their 

respective weights. 

• A threshold (or bias), indicating when the neuron should activate. 

• An activation function, associating each aggregated value with a unique output 

depending on the threshold. 
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Fig 2. Principle of Neural Network Operation 

In the context of multilayer networks, neurons are divided into three distinct categories 

(CORNUÉJOLS, 2018): 

• Input Neurons: These units are responsible for transmitting the components of the data 

vector 𝑥, representing the training data during the learning phase. 

• Output Neurons: These units provide the learning hypothesis. 

• Hidden Neurons: These units are neither input nor output units. They perform 

intermediate processing. 

 

Fig 3. Single-layer neural network 
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Other models exist, such as the Boltzmann machine, where all formal neurons, regardless of 

their category, are interconnected (ACKLEY, 1985). 

2.2.1 Feed-Foward Networks 

Feed-Forward networks, also known as layered networks, overcome the limitations of 

perceptrons by addressing problems that are not linearly separable. Networks with hidden layers 

consist of one or more layers of hidden neurons, connected to the inputs or previous layers, and 

an output layer linked to the hidden neurons. They are referred to as Feed-Forward because 

information flows only from inputs to outputs, without feedback (RUMELHART, 1986) 

(BISHOP, 1995) (LE CUN Y. B., 1998). 

 

Fig 4. A neural network model with multiple hidden layers 

In the context of feed-forward networks, gradient descent with backpropagation is possible, 

representing an extension of the gradient descent algorithm. The principle of backpropagation 

involves first adjusting the weights between the output neurons and the hidden neurons, and 

then propagating the error backward to correct the weights between the hidden neurons and the 

inputs. This correction is performed example by example, and multiple iterations, ideally with 

different orders, are required to converge to an optimum (DRIANCOURT, 1994) (LE CUN Y. 

B., 1998) (BISHOP, 1995). 

Although feed-forward networks are widely used, they are not the only category of networks, 

and there are various architectures suited to different types of problems. 

2.2.2 Convolutional Neural Networks (CNNs) 

These networks consist of multiple layers, each with distinct roles. For example, convolutional 

layers process specific parts of an image, acting as feature extractors. Pooling layers combine 
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the outputs of convolutional layers to detect higher-level features, while classification layers, 

often activated by the ReLU function, perform more traditional classification tasks (HINTON 

G. E.-W., 2006) (LE CUN Y. B., 1998) (BOSER, 1991). 

A non-linear corrective processing is applied between each layer to enhance the relevance of 

the result. The outputs of one layer form an "intermediate feature map," which serves as the 

input for the subsequent layer (LE CUN Y. B., 1998) (HINTON G. E., 2012). 

These networks are often challenging to train from scratch. Typically, a pre-trained network is 

used, and specific training is performed on our dataset for a few epochs. This approach, known 

as transfer learning, allows for achieving classification accuracy greater than 95% with 

relatively short training times. 

2.3 Application of Deep Learning in Regional Development 

Deep learning finds prolific application in various aspects of regional development, including 

urban planning, natural resource management, economic forecasting, and other key areas. 

Deep learning plays a crucial role in modern urban planning by helping planners make decisions 

based on precise and up-to-date data. Convolutional Neural Networks (CNNs) are particularly 

effective in analyzing satellite images and geospatial data, allowing for highly accurate 

mapping of urban areas. For instance, a study by (Zhang, 2019)  used CNNs to detect changes 

in urban land use, facilitating more efficient planning and management of urban infrastructure. 

Additionally, deep learning models can predict areas at risk of urban congestion and propose 

traffic optimization solutions (H. Huang, 2020). This is especially important in large 

metropolitan areas where effective traffic management can significantly impact the quality of 

life for residents. 

Deep learning has transformed natural resource management by enabling continuous and 

precise monitoring of ecosystems. Recurrent Neural Networks (RNNs) and Long Short-Term 

Memory (LSTM) networks are commonly used to analyze time series data and predict climatic 

phenomena. For example, (N. Kussul, 2017)  demonstrated how RNNs can be used to forecast 

agricultural yields based on climate data and satellite images. Additionally, deep learning is 

employed to monitor forests, detect illegal deforestation, and prevent wildfires through real-

time analysis of satellite images. These technologies enable more sustainable management of 

natural resources and help preserve ecosystems for future generations. 

In the economic domain, deep learning offers powerful tools for modeling and forecasting 

regional economic dynamics. Deep learning models can analyze large amounts of economic 
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data, such as market indicators, consumption trends, and government policies, to predict 

economic growth and detect market trends. For example, (S. P. Chatzis, 2018) used neural 

networks to forecast economic crises and propose suitable economic policies. Variational 

Autoencoders (VAEs) and Generative Adversarial Networks (GANs) are also employed to 

generate synthetic economic data, enabling more in-depth analysis of complex economic 

dynamics (Kingma & Welling, 2014). 

Deep learning also contributes to the management of regional infrastructure, including 

transportation networks, water supply systems, and power grids. Deep learning models can 

predict failures and optimize maintenance operations. For example, CNN models can be used 

to analyze images of infrastructure and detect anomalies that may indicate maintenance needs 

(I. Goodfellow, 2016).This approach helps reduce maintenance costs and improve 

infrastructure reliability. 

In public health, deep learning aids in analyzing epidemiological data and predicting epidemics. 

Recurrent Neural Networks (RNNs) and LSTM models are used to analyze time series of public 

health data and forecast infectious disease outbreaks (X. Shi, 2015). Additionally, deep learning 

models can analyze data from health sensors to predict local epidemics, allowing for quicker 

and more effective responses from health authorities. 

Deep learning is emerging as a powerful tool for regional development, offering innovative and 

precise solutions across various domains. Its potential to transform urban planning, natural 

resource management, economic forecasting, infrastructure management, and public health is 

immense. However, to maximize its effectiveness, it is crucial to continue improving models 

and overcoming challenges related to data and system complexity. Future research and 

developments in this field promise to make significant contributions to sustainable and inclusive 

regional development. 

A pioneering study by (A. K. M. Mahbubur Rahman, 2021) utilized deep learning models like 

FCN-8, U-Net, and DeepLabv3+ to classify urban spaces in cities such as Cairo, Dhaka, and 

Nairobi. By analyzing satellite images, the study identified formal and informal zones based on 

socioeconomic criteria. This approach is particularly beneficial for developing cities, where 

demographic growth and urban sprawl require powerful tools for efficient urban planning. The 

results demonstrated that the DeepLabv3+ model achieved high accuracy, making it ideal for 

sustainable urban planning and land-use forecasting. 

In a related vein (Chenhui Ding, 2021) explored how the digital economy, bolstered by deep 

learning technologies, fosters technological innovation and high-quality regional development 
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in developing countries. Their study revealed that digital infrastructure plays a mediating role 

in regional growth, where deep learning models can enhance spatial and economic data analysis 

to support strategic decision-making. This connects directly to the findings of Sarker et al. 

(2021), as these digital tools also facilitate more efficient management of urban resources and 

infrastructure. 

(Ji Luo, 2022) illustrated another application of deep learning in developing regions by 

analyzing the impact of transportation infrastructure on conflict resolution. Using neural 

networks, the study provided insights into how infrastructure influences regional stability and 

economic growth. This complements previous research by emphasizing the importance of 

integrating both physical and digital infrastructures in regional planning to foster economic 

growth and social stability. 

Lastly, a recent study conducted by (Asmaa Faris, 2024) focuses on the Tanger-Tetouan-Al 

Hoceïma region and aims to identify the most effective algorithm for modeling the outcomes 

of development conventions in this strategically important area. This region, known for its 

economic and social dynamism, serves as an ideal case study for applying advanced techniques 

in Artificial Intelligence and Machine Learning. 

The researchers meticulously explored various algorithms, including  decision trees, and 

ensemble methods, to determine which one would provide the most accurate and reliable 

predictions. They also considered local specifics, such as economic variations, available 

infrastructure, and social initiatives, to tailor the models accordingly. 

This study highlights the growing significance of Artificial Intelligence in strategic decision-

making, particularly in the context of development conventions. The findings not only open up 

new avenues for improving development policies in the region but also reinforce the relevance 

of AI as an indispensable tool for planners and decision-makers. By modeling the outcomes of 

these conventions, the researchers contribute to a better understanding of regional dynamics 

and propose concrete solutions to maximize the positive impacts of development projects. 

Thus, this research marks a turning point in the use of advanced technologies for regional 

development, while also calling for further studies to refine and optimize the approaches used. 

By opening up new avenues for research in this field, the results of this study highlighted the 

potential of deep learning to further enhance the modeling of development convention 

outcomes. It is in this context that the idea for the current article emerged. Building on the 

foundations laid by this research, we sought to delve deeper into the application of deep 

learning, exploring more sophisticated neural network architectures and both supervised and 
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unsupervised learning techniques to refine predictions and better understand the complex 

dynamics at play in regional development processes. This innovative approach not only 

enriches the field of applied artificial intelligence but also promises to provide more robust 

decision-making tools for development stakeholders. 

3 Methods 

In the context of this study, we endeavored to collect over 310 regional development 

conventions from the regional council. These conventions were launched in the Tanger-

Tétouan-Al Hoceïma region between the years 2016 and 2020. This initiative reflects the active 

engagement of 146 local governments, each responsible for implementing a distinct set of 

development projects. 

However, the sheer quantity of these conventions in a specific geographical area poses a 

significant challenge in terms of data collection. Given that Morocco is divided into 12 different 

regions, each with its unique administrative arrangement, this diversity adds an additional level 

of complexity to the task of data collection across these 12 regions. 

With this in mind, we made the decision to specifically focus on examining the development 

conventions emanating from the Tanger-Tétouan-Al Hoceïma Regional Council (TTAH). This 

approach was adopted with the aim of effectively addressing our research objectives and 

thoroughly analyzing the development initiatives specific to this region. 

The Regional Council of TTAH holds conventions with its partners in order to form DCs. Two 

organizational operational processes were found following a thorough examination of the DCs 

and conversations with key players in the creation and execution process. Conventions are 

developed in the first process, and DCs are implemented through procurement contracts in the 

second process. A DC's ability to succeed depends on the results of conventions. Therefore, in 

order to perform predictive studies and precisely foresee the outcomes of the DC, it is required 

to combine the data from conventions and DCs. A deep learning model with a categorical target 

variableY that indicates "FAIL" or "SUCCESS" is needed for this. Instead of resolving the main 

issues, the models depend on plans removed from obvious datasets and give experiences to 

assist the relationship with arriving at better conclusions about how to address business troubles. 

Here, we utilize a dataset of conventions extracted from an Excel file to conduct a detailed 

analysis of the convention proposals and determine which ones are successful and which ones 

are not. 
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Here, the research variables have been listed. 

Table  1. Research Variables 

Variable’s Notation Variable’s Name Type 

X1 Province Input  

X2 specialization_reg Input 

X3 Sector Input 

X4 cont_reg Input 

X5 cont_partenaires Input 

X6 VISA Input 

X7 delay_partenaires Input 

X8 delay_reg Input 

X9 Type_Territ Input 

X10 Progress Input 

Y Completion Target 

                                                                        Source : The Regional Council of TTAH, 

produced by the authors 

The variables chosen for this study are particularly relevant in the Moroccan context, 

specifically for the Tanger-Tétouan-Al Hoceïma (TTAH) region, for several reasons: 

Geopolitical Diversity (X1 - Province): Morocco's regional diversity, with each region facing 

unique development challenges and governance structures, makes the inclusion of the province 

variable crucial. The province captures regional-specific influences on the success or failure of 

development projects, accounting for differences in local governance, economic conditions, and 

geographic characteristics. 

Specialization of the Region (X2 - specialization_reg): Different regions in Morocco have 

varying socio-economic priorities (e.g., agriculture, tourism, industry). This variable reflects 

the region’s strategic focus and how it aligns with national and regional development plans, 

offering insight into how well conventions address local needs. 

Sectoral Focus (X3 - Sector): Morocco's economy is driven by key sectors like agriculture, 

tourism, and manufacturing. By including the sector as a variable, the study evaluates how the 

nature of the sector impacts the likelihood of project success, helping identify which sectors are 

most conducive to achieving the goals of development conventions. 
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Contractual Aspects (X4 - cont_reg, X5 - cont_partenaires): Successful implementation of 

development conventions often hinges on strong partnerships. These variables capture the 

commitments and responsibilities between regional councils and their partners (public or 

private), highlighting the importance of multi-stakeholder collaboration in development 

projects. 

VISA (X6 - VISA): In the Moroccan context, "VISA" typically refers to administrative 

approvals required for projects. The inclusion of this variable emphasizes how bureaucratic 

processes, regulatory compliance, and the ease of obtaining necessary permits influence project 

success. 

Delays (X7 - delay_partenaires, X8 - delay_reg): Delays in the execution of projects, whether 

caused by the partners or regional authorities, are a significant challenge in Morocco. These 

variables address the impact of project timelines on completion, an issue particularly relevant 

in regions where bureaucratic and logistical challenges often lead to prolonged timelines. 

Territorial Type (X9 - Type_Territ): Morocco's regions include urban, rural, and peri-urban 

areas, each facing distinct development needs. The variable "Type_Territ" accounts for the 

nature of the territory where a convention is executed, providing insight into whether urban or 

rural areas are more prone to success or failure. 

Project Progress (X10 - Progress): This variable tracks the ongoing status of projects, which 

helps monitor the effectiveness of implementation strategies, ensuring that the resources and 

efforts are aligned with the goals of the conventions. 

4 Results and Discussion 

4.1 Data mining model 

Data mining is a relatively young scientific discipline that enables the discovery of hidden 

patterns within large datasets. With the exponential growth of data worldwide, its significance 

has increased substantially, rendering traditional management methods inadequate for big data 

analysis. Consequently, data mining has become a powerful tool for prediction, classification, 

clustering, and approximation. Furthermore, it provides a means to solve complex problems by 

developing appropriate models. Regional development also faces similar challenges, where 

effective data analysis can help reduce the waste of financial and human resources. It is within 

this context that we present the following considerations. 
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4.2 Prediction Completion convention by Deep Neural Network 

Data collection is a key step for obtaining concrete and up-to-date information on the 

implementation of conventions. This phase includes gathering data from official documents, 

reports, and regional statistics. 

This step provides a solid foundation for a thorough analysis of the challenges and opportunities 

associated with the implementation of conventions. It allows for the development of practical 

recommendations to improve implementation processes and promote balanced and sustainable 

regional development. 

The dataset underwent rigorous processing using data mining tools, which effectively corrected 

all outliers and missing elements. Regarding missing values, several instances were identified 

and addressed during the analysis, thereby ensuring the integrity of the data. Initially, our 

dataset comprised 310 conventions. However, following an extensive processing phase 

conducted in Excel, we refined the dataset to obtain a subset containing complete information 

for 170 conventions. 

It is important to note that during the data collection phase, we encountered certain limitations 

that hindered the acquisition of all the necessary information for each convention. Although 

these limitations were unfortunate, they were accounted for in the subsequent analysis to 

minimize their impact on the final results. 

Subsequently, we imported the dataset into Matlab Online for advanced analysis. We employed 

a multi-layer perceptron neural network, featuring an architecture with 10 neurons in the hidden 

layer. This model was selected for its ability to capture non-linear relationships within the data. 

The implementation of this network enabled the development of a robust structural model, the 

configuration of which is illustrated in Fig 6. 
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The measured regression value reached R=1, indicating optimal accuracy in the model's 

predictions. This exceptional performance is directly attributable to the meticulously designed 

geometry of the network, as illustrated in the Fig 6. The R=1 value reflects a perfect correlation 

between the network's predictions and the actual values, thus highlighting the effectiveness of 

the network's structure in capturing the complex dynamics of the analyzed data. This level of 

accuracy demonstrates the robustness of the model and the relevance of the methodological 

choices made during its design. 

Fig 5. Structure of the Network in Matlab Online  

(Source : prepared by us) 
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To analyze and present the differences between the network's outputs and the target values, we 

employed the MSE (Mean Squared Error) and RMSE (Root Mean Squared Error) methods. 

These methods are essential for evaluating the accuracy of the model's predictions. 

• MSE (Mean Squared Error) : MSE measures the average of the squared differences 

between the actual values   and the predicted values . It is calculated using the formula : 

𝑀𝑆𝐸 =
∑ (𝑦𝑖 − �̂�𝑖)𝑇

𝑖=1

𝑇
 

This measure evaluates the model's performance by penalizing larger errors more heavily, thus 

providing a rigorous assessment of the overall accuracy of the predictions. 

• RMSE (Root Mean Squared Error): RMSE is the square root of the MSE:  

𝑅𝑀𝑆𝐸 = √𝑀𝑆𝐸 

This criterion expresses the average error in the same units as the original data, making 

interpretation and comparison of model performance easier. A lower RMSE indicates better 

accuracy. 

We selected the model with the lowest prediction error, determined by the MSE and RMSE 

values. The model with the smallest error is considered the most effective, as it minimizes the 

Fig 6. Regression Analysis of Neural Network Training in Matlab Online 

 (Source : prepared by us) 
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differences between the actual and predicted values. This approach ensures that we choose the 

most accurate model. 

RSME is the positive root of SME, in which T is the  number of input variables and 𝑦𝑡 and �̂�𝑡 

are real and predicted  values of the intended variables respectively. Indeed, 

 𝑦𝑡 − �̂�𝑡  Shows the differences between these two amounts. In the following, we figured out the 

result. 

Consequently, Fig 7 illustrates the network's optimal performance, achieved at epoch 16. At 

this stage of training, the network demonstrated its best predictive capabilities, as evidenced by 

the performance metrics displayed. This epoch represents the point at which the model reached 

the highest level of accuracy and stability, thereby optimizing its effectiveness in the regression 

task. This observation underscores the importance of properly tuning training parameters to 

maximize the neural network's performance. 

Fig 8 illustrates the histogram or distribution of errors between the target values and the 

predicted values for the training, testing, and validation phases. The errors are normally 

distributed and centered around zero, indicating that the model's predictions are generally 

accurate and aligned with the target values. 

Fig 7. Performance of Neural Network Training in Matlab Online 

(Source : prepared by us) 
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However, we observed several test data sets with significant errors, reaching up to 20%. These 

data sets represent outliers compared to the general distribution of errors. Nevertheless, it is 

important to note that the majority of errors in the test set remained within a range of less than 

10%. This concentration of errors around zero and within a relatively narrow range 

demonstrates that, despite some exceptions, the model provides generally reliable and accurate 

predictions. 

These observations highlight the overall performance of the model as well as potential areas fr 

improvement, especially concerning data sets with larger errors.  

The gradient represents the slope of the tangent to the function's curve at a given point. It 

indicates how steeply the function is increasing at that point. A high gradient signifies a 

significant rate of increase in the function’s value in the direction of the gradient, which is 

important for effectively adjusting the model’s parameters during training. 

The parameter   serves as a control factor in the backpropagation neural network we modeled. 

It is crucial in regulating the learning rate of the network. Proper selection of 𝜇 is vital because 

it directly affects error convergence. A 𝜇 that is too high can lead to oscillations and divergence 

in learning, while a 𝜇 that is too low may slow down convergence, making the learning process 

excessively lengthy. 

Fig 8. Histogram of error distributions for ANN training, validation, 

and testing, generated in MATLAB Online  

(Source : prepared by us) 
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Validation checks are used to terminate the training of the neural network when there is no 

significant improvement in performance on the validation data. This method helps prevent 

overfitting by stopping training once validation performance plateaus. The number of validation 

checks required will depend on the number of successive iterations performed by the neural 

network. More iterations typically mean that multiple validation checks will be needed to ensure 

the model continues to learn effectively and does not overfit as demonstrated in Fig 9. 

In Fig 10, we have a representation of our database in the form of a neural network modeled in 

SPSS version 29. This network consists of a single layer, where the inputs are the variables 

(X1,…,X10)  and the output is represented by Y. 

• Inputs (X1,…,X10 ): These variables represent different characteristics or attributes of 

our database. They provide the network with information. 

• Output (Y): The output  Y is a binary variable that can take two values: 

Y=0: Indicates that the convention is not executed. 

Y=1: Indicates that the convention is executed. 

The neural network uses the inputs to calculate the output 𝑌, which predicts whether the 

convention will be executed or not, based on the given characteristics. The model captures the 

complex relationships between the input variables and the final binary decision (whether the 

Fig 9. Plotting gradient values 𝜇, and validation failures in MATLAB Online 

 (Source : prepared by us) 
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convention is executed or not). 

 

Fig 10. Deep Neural Network Model of the Database in SPSS  

(Source : prepared by us) 

The Table  2 provides a summary of the performance of a neural network model, focusing on 

both the training and testing phases. 

• Training Phase: 

Sum of Squares Error (1.031): This metric indicates the total squared error during the training 

phase. A lower value generally indicates better model performance, but it is important to 

compare this with the testing error to evaluate the model's generalization capability. 

Percent Incorrect Predictions (1.6%): This value shows that 1.6% of the predictions made by 

the model during training were incorrect, which is relatively low, suggesting that the model 
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performed well on the training data. 

Training Time (0:00:00.19): The model took 0.19 seconds to complete the training process, 

indicating a quick training phase, likely due to the simplicity of the model or the small size of 

the data set. 

• Testing Phase: 

Sum of Squares Error (0.297): The error during the testing phase is significantly lower than 

during training. This indicates that the model generalizes well to unseen data, which is a positive 

outcome. 

Percent Incorrect Predictions (0.0%): The model made no incorrect predictions on the testing 

data, which suggests excellent performance on this dataset. 

The number of hidden units (neurons in the hidden layer) was optimized based on the testing 

data. The best configuration was selected based on minimizing the error in the testing phase, 

which helps to prevent overfitting and ensures that the model generalizes well. 

The model appears to perform exceptionally well, particularly on the testing data, where it made 

no incorrect predictions and achieved a lower error than in the training phase. The optimization 

of hidden units based on testing data suggests a careful balance between complexity and 

performance. 

Table  2. Model Evaluation: Errors and Accuracy in SPSS 

 

Source : prepared by us 

The Fig 11 indicates that variable X5 has the highest normalized importance at 100%, followed 

by X10 at 74.8% and X6 at 59.8%, while variables X1 and X8 have the lowest normalized 

importance at 4.3% and 8.2%, respectively. 
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Fig 11. Importance and Normalized Importance of Independent Variables in the Model in 

SPSS 

 (Source : prepared by us) 
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5 Conclusion 

The implementation of conventions represents a crucial issue for regional development, marked 

by its complexity and direct impact on the growth and cohesion of the affected territories. This 

research has highlighted the importance of rigorous data collection, based on official 

documents, reports, and regional statistics, to provide a solid foundation for in-depth analysis. 

This approach has enabled the formulation of practical recommendations aimed at improving 

the implementation processes of conventions and promoting balanced and sustainable regional 

development. 

Data analysis was conducted using advanced data mining tools, effectively correcting 

anomalies and missing elements. After rigorous processing, the initial dataset was refined to a 

subset of 170 conventions for which complete information was available. Despite the efforts 

made, certain limitations were encountered during the data collection phase, hindering the 

acquisition of all necessary information for each convention. However, these limitations were 

taken into account to minimize their impact on the final results. 

The next stage of analysis was conducted in Matlab Online and SPSS version 29, where a multi-

layer perceptron deep neural network was employed to capture non-linear relationships within 

the data. The developed model demonstrated exceptional accuracy, with a regression value of 

R=1, indicating a perfect correlation between the network's predictions and the actual values. 

This result reflects the robustness of the model and the relevance of the methodological choices 

made. 

However, this research presents certain limitations, notably the challenges related to the 

complete data collection and the presence of test datasets with significant errors. These 

observations underscore the importance of continuing efforts to improve data quality and refine 

analytical models. 

Future work perspectives include extending the study to other regions to verify the model's 

robustness, integrating qualitative data to enrich the analysis, and enhancing analytical methods 

with more advanced machine learning techniques. Additionally, a longitudinal follow-up of 

conventions would allow testing the long-term robustness of the model's predictions and 

identifying factors influencing the evolution of conventions over time. 

Although limitations have been identified, this research offers promising prospects for 

optimizing the implementation of conventions and contributing to more balanced and 

sustainable regional development. 
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